Advanced Machine Learning - Week 6 - Recurrent Neural Networks
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One way of describing a neural network is by seeing a block of neurons.

Epochs – the number of times you update the weights

Greedy Search - at each time steps we take the output with the highest probability

LSTM understanding the Number of Parameters:

<https://colab.research.google.com/github/kmkarakaya/ML_tutorials/blob/master/LSTM_Understanding_the_Number_of_Parameters.ipynb>